Convolutional Neural Networks Accurately Predict Benign versus Malignant Status Among Peripheral Nerve Sheath Tumors
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Abstract

Background: Peripheral nerve sheath tumors (PNSTs) comprise ~5-10% of soft tissue tumors encountered in the clinical setting. Benign lesions (BPNSTs), such as neurofibromas and schwannomas are often asymptomatic or cause neuropathy. Malignant peripheral nerve sheath tumors (MPNSTs) frequently exhibit rapid invasive behavior and metastatic spread. MR imaging markers do not reliably differentiate BPNSTs from MPNSTs. Convolutional neural networks employ machine learning and multi-order statistics to derive imaging signatures that could improve diagnostic assessment of PNSTs.

Purpose: To evaluate whether convolutional neural networks can accurately differentiate BPNSTs from MPNSTs and compare the accuracy to that of expert radiologist interpretation.

Materials and Methods: MR images from 47 patients with histologically-confirmed PNSTs were identified. Two separate convolutional neural networks (CNNs) were created using fat-suppressed T2-weighted (fsT2W) images alone (CNN 1), and fsT2W images in combination with pre- and post-contrast T1-weighted imaging (CNN 2). CNN performance was compared to interpretation by two experienced radiologists.

Results: CNN 1 performed comparably to the radiologists, achieving an accuracy and area under the curve (AUC) of 87% and 0.89, respectively. By comparison, radiologist 1 and 2 achieved accuracies and AUCs of 73%, 0.83 and 93%, 0.83, respectively. No significant differences were found between the accuracies or AUCs of either radiologist and CNN 1 (p>0.05). CNN 2 achieved an accuracy and AUC of 93%, 0.94. Using all image sequences together, radiologists 1 and 2 achieved accuracies and AUCs of 71%, 0.81 and 71%, 0.70, respectively.

Conclusion: Convolutional neural networks accurately differentiated BPNSTs versus MPNSTs in our investigation. Larger studies may be needed to validate these results.
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Introduction

PNSTs are a group of soft tissue neoplasms of Schwann cell and/or perineurial cell origin. They are broadly classified into benign PNSTs (BPNSTs) and malignant PNSTs (MPNSTs) based on their pathologic findings and clinical invasive behavior. Among BPNSTs, the most commonly observed subtypes are neurofibromas, schwannomas, and, more rarely, perineuriomas. BPNSTs may manifest clinically with neuropathy or compressive symptoms due to local growth and invasion, or they may remain asymptomatic. Neurofibromas, in particular, typically have fascicles of origin which are non-functional [1]. By comparison, MPNSTs exhibit rapid growth with early metastatic spread [2]. They are associated with significant morbidity and mortality and confer a bleak prognosis. Early identification and treatment of MPNSTs is essential for the prevention of serious sequelae [3].

MR imaging represents the gold standard for initial identification and differentiation of these neoplasms; however, there can often be considerable overlap in the imaging features of benign and malignant tumors (Figure 1). For this reason, conventional reader-based diagnostic approaches do not reliably differentiate “indeterminate” lesions, and a biopsy is required for definitive pathologic diagnosis. Due to the high prevalence of BPNSTs with borderline features concerning for malignancy, many patients with these lesions are unnecessarily referred for biopsy rather than follow-up [4]. Although adjuncts to conventional MR imaging have been purported to increase the diagnostic yield of initial imaging, including FDG18-PET imaging, diffusion-weighted imaging (DWI) and diffusion tensor imaging (DTI), further work is needed to determine the efficacy of these techniques [5]. In a 2014 study by Demehri et al., more than 1/3 of PNSTs with both conventional and functional imaging features that were reported as being highly concerning for malignancy (avg. size ≥4.2 cm and apparent diffusion coefficient (ADC) value <1.0 x 10-3 mm2/s), were in-fact benign [4]. More robust diagnostic imaging techniques are therefore currently being explored to improve diagnostic accuracy.

Radiomics is an emerging field, which represents the convergence of several disciplines, including radiology, machine learning, and computer vision [6]. Radiomic analysis relies on automated quantitative image analytics and the extraction of quantitative image features (referred to henceforth as radiomic features), which can be leveraged to improve medical decision making. Radiomic features such as shape, volume, texture (gray level co-occurrence matrix, intensity (i.e., first order statistics, or wavelet, among others) can offer insight into tumor phenotypic characteristics [7].

There has been considerable progress in the field of radiomics and convolutional neural networks (CNNs) over the past decade, with many studies demonstrating the potential utility of these techniques in tumor prognostication, staging, screening, survival, and recurrence risk [7-15]. Nevertheless, data concerning the utility of CNNs and radiomics in the domain of PNSTs remain sparse. This study evaluated the accuracy of convolutional neural networks in the differentiation of histologically proven benign and malignant PNSTs and compared it to that of expert radiologist interpretation. We hypothesized that trained CNN models would outperform the expert radiologist interpretations.

Methods

The study was conducted under institutional review board approval and the informed consent was waived.

Study population

MR images from 47 consecutive cases of PNSTs were gathered retrospectively from the institutional electronic medical record system (EMR) (dates 2006-2018), comprised of 36 benign and 11 malignant tumors, in total. Inclusion criteria were as follows: adult age (18-75 years), histologic confirmation of lesion, and lesions with MRI protocol containing sequences chosen to be analyzed (i.e. fsT2W and T1 pre- and post-contrast images). Exclusion criteria were as follows: incomplete imaging, presence of artifacts limiting evaluation of the lesions, central nervous system location, and pediatric age group. Patient and tumor characteristics are described in Table 1.

Imaging protocol parameters

Imaging protocol parameters were as follows: A) T1W images: Repetition time (TR) / Echo Time (TE) of 600-715 / 9-17 ms, 4 mm slice thickness, with axial and sagittal planes. B) fsT2W images: TR/TE of 3600-6000 / 4.6-6.3 ms, 4 mm slice thickness, in axial, coronal, and sagittal planes. C) Unenhanced and gadolinium enhanced-3-dimensional (3D) fsT1W modified Dixon: TR/TE of 4.6-6.3 / 1.4-1.5, 1.5 mm voxel thickness, in the coronal plane with isotropic resolution.

Figure 1: Benign and Malignant Peripheral Nerve Sheath Tumors Exhibit Overlapping Characteristics on Imaging A) Left to Right: T2FS, pre- and post-contrast T1W images, respectively, of a benign neurofibroma in the setting of neurofibromatosis. With a maximum dimension of ~5 cm and heterogeneous pattern of enhancement, the tumor exhibits characteristics mimicking those of a malignant lesion. B) Left to Right: T2FS, pre- and post-contrast T1W images, respectively, of a benign neurofibroma of the right ankle. Regions of heterogeneous enhancement pattern are again visualized. C) Left to Right: T2FS, pre- and post-contrast T1W images, respectively, of extra-axial MPNST of the pelvis. Note the small diameter and borderline imaging characteristics of the lesion.
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Axial and sagittal reconstructions. Contrast administered was intravenous gadolinium at the rate of 0.1 mmol/kg.

**Image pre-processing**

In each tumor, 3D volumes of interest (VOIs) corresponding to tumor boundaries (Figure 2) were manually segmented and contoured by a separate musculoskeletal radiologist (fellowship trained with 4 years of experience) using Velocity software (Varian Medical Systems).

![Figure 2: 3D segmentation of peripheral nerve sheath tumor.](image)

**Model development, validation, and testing**

For system training and validation of CNN 1, data extracted from VOIs of fT2W images of 25 tumors (17 benign, 8 malignant) were used for the proposed CNN, which included 7 convolutional, 3 max-pooling, and 2 fully connected layers (Figure 3). Data augmentation by rotating 3D images and synthetic minority oversampling technique (SMOTE) were employed to balance and increase training samples. CNN model 2 consists of three separate CNN models (same architecture with that of CNN 1) with each trained and validated by VOIs from fT2W, T1 pre- or post-contrast images of 17 tumors (14 benign, 3 malignant). Data augmentation and SMOTE techniques were employed as well. Each CNN model would generate a predictive malignancy probability for each tumor. Evidential reasoning

![Figure 3: Convolutional neural network architecture.](image)

**Table 1: Characteristics of patients and tumors.**

<table>
<thead>
<tr>
<th></th>
<th>All Tumors</th>
<th>BPNSTs</th>
<th>MPNSTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of patients</td>
<td>47</td>
<td>36</td>
<td>11</td>
</tr>
<tr>
<td>Age (years)</td>
<td>Mean: 41.5</td>
<td>41.25</td>
<td>42.4</td>
</tr>
<tr>
<td>Range: 19-75</td>
<td>Range: 19-73</td>
<td>Range: 21-75</td>
<td></td>
</tr>
<tr>
<td>Gender (male/female)</td>
<td>Male: 17</td>
<td>Male: 11</td>
<td>Male: 6</td>
</tr>
<tr>
<td></td>
<td>Female: 30</td>
<td>Female: 25</td>
<td>Female: 5</td>
</tr>
<tr>
<td>Tumor characteristics</td>
<td>Enhancement pattern: Heterogeneous: 25 Homogeneous: 17 (5 tumors without contrast studies)</td>
<td>Enhancement pattern: Heterogeneous: 16 Homogeneous: 16 (4 tumors without contrast studies) Percent neurofibroma heterogeneously enhancing: 41% (9/22 tumors with contrast studies) Percent schwannoma heterogeneously enhancing: 70% (7/10 tumors with contrast studies)</td>
<td>Enhancement pattern: Heterogeneous: 9 Homogeneous: 1 (1 tumor without contrast study) Percent MPNST heterogeneously enhancing: 90% (9/10 tumors with contrast studies)</td>
</tr>
<tr>
<td>Size (max dimension)</td>
<td>Mean: 6.2 cm Range: 0.6 - 25 cm</td>
<td>Mean: 5.6 cm Range: 0.6 - 25 cm</td>
<td>Mean: 8.1 cm Range: 3.1 - 15.9 cm</td>
</tr>
<tr>
<td>Location:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limb</td>
<td>19</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>Torso</td>
<td>15</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Head &amp; Neck</td>
<td>13</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>Histology:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurofibroma</td>
<td>23</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Schwannoma</td>
<td>13</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>MPNST</td>
<td>11</td>
<td></td>
<td>11</td>
</tr>
</tbody>
</table>
(ER) fusion algorithm was utilized to fuse the probabilities obtained by these three separate models to generate a final predictive result for CNN 2. System training and testing were performed by a post-doctoral research fellow specializing in artificial intelligence techniques.

For testing of the CNN models and radiologists, a group of unknown tumors was collected into two testing datasets: one test set of 15 unknown tumors with only fsT2W images, and one test set of 14 tumors with all imaging data (fsT2W + T1 pre- and post-contrast). Because only 14 tumors of the testing sample had associated T1 pre-contrast imaging, for the final testing results, 14 tumors (as opposed to 15) were considered for testing of CNN 2. The accuracies of the CNN models were evaluated using the corresponding test datasets.

The same test datasets were administered to two other experienced musculoskeletal radiologists (with MSK fellowship training and 4 and 8 years of experience, respectively). Clinical background data or histology results were not made available to the radiologists.

Statistics

Statistical tests included area under the curve (AUC) and Fisher’s Exact Test for comparison of accuracy between the CNN models and radiologists. A paired empirical (nonparametric) ROC curve analysis was performed using a contrast matrix to evaluate for differences in empirical ROC curves between CNN models and radiologists (in accordance with the method previously described by DeLong et al.) [16]. A p-value of p<0.05 was considered significant in all statistical analyses performed herein. Statistical analyses were performed by an expert statistician with experience in artificial intelligence techniques.

Results

A total of 47 tumors were utilized in this study, comprised of 36 benign and 11 malignant tumors (Table 1). Among benign tumors, 50% of lesions exhibited heterogeneous enhancement on post-contrast T1W imaging, versus 90% among MPNSTs. Tumors exhibited a wide range of dimensions among both benign and malignant lesions, with maximum dimensions ranging from 0.6 – 25 cm among the benign lesions and 3.1 cm – 15.9 cm among the MPNSTs, respectively.

The CNN 1 model predicted benign versus malignant status among PNSTs with an accuracy and AUC of 87%, 0.89, respectively (Table 2, Figure 4). By comparison, blinded radiologists with access to the same fsT2W imaging dataset achieved the following accuracies and AUCs: 73%, 0.83 for Radiologist 1, and 93%, 0.83 for Radiologist 2, respectively. No significant differences were found between the accuracies of CNN 1 and Radiologist 1 (p>0.05), CNN 1 and Radiologist 2 (p>0.05), or between Radiologists 1 and 2 (p>0.05) (Table 3). Similarly, no significant differences were found between the AUCs of CNN 1 and Radiologist 1 (p>0.05), CNN 1 and Radiologist 2 (p>0.05), or Radiologists 1 and 2 (p>0.05) (Table 4).

The CNN 2 model predicted benign versus malignant status among PNSTs with an accuracy and AUC of 93%, 0.94, respectively. Blinded radiologists with access to the same imaging dataset (including all imaging data from fsT2W, pre- and post-contrast T1W images mirroring the routine setting) achieved the following accuracies and AUCs: 71%, 0.81 for Radiologist 1, and 71%, 0.70 for Radiologist 2, respectively. No significant differences were found between the accuracies of CNN 2 and Radiologist 1 (p>0.05), CNN 2 and Radiologist 2 (p>0.05), or between Radiologists 1 and 2 (p>0.05). No significant differences were found between the AUCs of CNN 2 and Radiologist 1 (p>0.05), CNN 2 and Radiologist 2 (p>0.05), or Radiologists 1 and 2 (p>0.05).
Within this study, 70% of benign schwannomas and ROC contrast estimation between CNN models and radiologists. Although in combination, these features confer a high specificity for malignancy, such features are insensitive and not present in all MPNSTs [20]. Given the presence of many of these features in benign tumors, CNNs may serve as a particularly useful diagnostic tool with PNSTs demonstrating borderline or intermittently concerning imaging characteristics. It may also help reduce the number of unnecessary biopsies among patients with NF-1, in whom larger benign lesions with inhomogeneous enhancement are particularly common.

The study was limited by a small sample size, as only histology-proven diagnoses were included; however, study subjects were identified randomly and are believed to represent a sufficiently representative sample to render these results generalizable and reproducible for other medical centers. Future studies with larger testing datasets will be essential to increase the power sufficiently to discern more subtle differences in performance between CNN models and expert readers. Furthermore, due to the presence of imbalanced classes within the testing datasets, which heavily favored representation of benign lesions, there were additional limitations on the statistical inferences which could be drawn herein. The presence of a minority class (MPNSTs) in the dataset predisposes to misclassification and is inappropriate in the setting of machine learning algorithms set to evaluate accuracy, as it may yield poor predictive accuracy in the minority class. To reconcile this imbalance, SMOTE was utilized to oversample the minority class and balance the dataset, with good resulting accuracy and AUC, as observed by both CNN models.

Because CNN models were utilized in this study, we did not seek to extract specific radiomic features. Future studies with larger cohorts may help further delineate individual clinical biomarkers indicative of malignancy. Further studies will also be necessary to determine whether CNNs or radiomics can play a role in the differentiation of MPNST subtypes, which was not pursued herein.

Finally, an additional limitation of this study was that radiologists were not given access to clinical history or other supplementary data that would ordinarily be found in the routine setting, as we sought to specifically compare unbiased reader performance to the machine reads.

### Discussion

In the comparison of diagnostic performance between the two CNN models and blinded expert radiologists, the CNN models performed comparably or exceeded reader performance in the differentiation of BPNSTs and MPNSTs. The p-values did not reach significance, which may be related to the small sample size. Using fsT2W images in isolation, the accuracies of both CNN 1 and CNN 2 models did not vary significantly from those of either Radiologist 1 or 2 (p>0.05). Interestingly, there was an apparent fall in performance among both radiologists with access to all imaging data, and their performance appeared to be better using only fsT2W images. This could possibly be attributed to the heterogeneous enhancement patterns observed in some benign tumors. Such tumor characteristics are well-described and are not uncommon in the clinical setting, leading to diagnostic dilemmas [4, 17-19]. Heterogeneous enhancement and intra-tumoral necrosis are particularly common findings among ancient schwannomas; however, they can also be seen sometimes in the setting of other BPNSTs such as plexiform neurofibromas [19]. Within this study, 70% of benign schwannomas and 41% of neurofibromas exhibited heterogeneous enhancement. Larger dimensions (ranging up to 25 cm) were also commonly observed among benign lesions, particularly among patients with neurofibromatosis Type I (NF-1). Likewise, these features are commonly observed with MPNSTs. MPNSTs have been reported to differ from BPNSTs by their larger diameter (> 5 cm), peri-lesional edema, peripheral or heterogeneous enhancement, and intra-tumoral necrosis or hemorrhage [20]. Although in combination, these features confer a high specificity for malignancy, such features are insensitive and are not present in all MPNSTs [20]. Given the
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| Table 4: ROC contrast estimation between CNN models and radiologists. |
|--------------------------|------------------|
| **Contrast Matrix**      | **p-value**      |
| Radiologist 1: fT2W vs All imaging | 0.3173 |
| Radiologist 2: fT2W vs All imaging | 0.0528 |
| Radiologist 1 vs Radiologist 2: fT2W | 0.867 |
| Radiologist 1 vs Radiologist 2: All imaging | 0.5133 |
| Radiologist 1 vs CNN 1: fT2W | 0.9131 |
| Radiologist 1 vs CNN 2: All imaging | 0.232 |
| Radiologist 2 vs CNN 1: fT2W | 0.6961 |
| Radiologist 2 vs CNN 2: All imaging | 0.3504 |
| CNN 1 vs CNN 2 | 0.232 |

Contrast estimation matrix comparing performance of CNN models and radiologists. No significant differences were observed.
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